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Abstract. For an \( n \times n \) Boolean matrix \( A \), \( A \) is called nilpotent if \( A^m = O \) for some positive integer \( m \). We consider the set of \( n \times n \) nilpotent Boolean matrices and we characterize linear operators that strongly preserve nilpotent matrices over Boolean algebras.

1. Introduction and preliminaries

There is a great deal of literature on the study of matrix theory over a finite Boolean algebra (see [1], [2], [4]-[7]). But many results in Boolean matrix theory are stated only for binary Boolean matrices because there exists a semi-ring isomorphism between the matrices over the Boolean algebra of subsets of a \( k \) element set and the \( k \) tuples of binary Boolean matrices. The isomorphism allows many questions concerning matrices over an arbitrary finite Boolean algebra to be referred to the binary Boolean case. In many instances, the results in the general case are not immediately obvious because the above mentioned isomorphism was not well known.

Botta et al. [3] obtained characterizations of the linear operators which preserve nilpotent matrices over fields. In this paper, we will characterize linear operators that strongly preserve nilpotent matrices over general Boolean algebras.

For a fixed positive integer \( k \), let \( B_k \) be the Boolean algebra of subsets of a \( k \)-element set \( S_k \) and \( \sigma_1, \sigma_2, \ldots, \sigma_k \) denote the singleton subsets of \( S_k \). Union is denoted by \( + \) and intersection by juxtaposition; 0 denotes the null set and 1 the set \( S_k \). Under these two operations, \( B_k \) is a commutative, anti-negative semi-ring (that is, only zero element has an
additive inverse); all of its elements, except 0 and 1, are zero-divisors. In particular, if \( k = 1 \), \( \mathbb{B}_1 \) is called the binary Boolean algebra.

Let \( M_n(\mathbb{B}_k) \) denote the set of all \( n \times n \) matrices over a general Boolean algebra \( \mathbb{B}_k \) with \( k \geq 1 \). We denote the \( n \times n \) identity matrix by \( I_n \), the \( n \times n \) zero matrix by \( O_n \) and the \( n \times n \) matrix all of whose entries are 1 by \( J_n \). For a matrix \( A \) in \( M_n(\mathbb{B}_k) \), \(|A|\) is denoted as the number of nonzero elements in \( A \).

The \( n \times n \) matrix all of whose entries are zero except its \((i, j)\)-th, which is 1, is denoted \( E_{ij} \). We call \( E_{ij} \) a cell. Let \( E_n = \{ E_{ij} \mid i, j = 1, \ldots, n \} \) denote the set of all cells. When \( i \neq j \), we say \( E_{ij} \) is an off-diagonal cell; \( E_{ii} \) is a diagonal cell. A line is a row or a column. A set of cells is collinear if they are all in the same line.

For any matrix \( A = [a_{ij}] \in M_n(\mathbb{B}_k) \), the \( p^{\text{th}} \) constituent, \( A_p \), of \( A \) is the \( n \times n \) binary Boolean matrix whose \((i, j)\)-th entry is 1 if and only if \( a_{ij} \supseteq \sigma_p \). Via the constituents, \( A \) can be written uniquely as

\[
A = \sum_{p=1}^{k} \sigma_p A_p,
\]

which is called the canonical form of \( A \) (see [7]).

It follows from the uniqueness of the decomposition and the fact that the singletons are mutually orthogonal idempotents that for all matrices \( A, B \in M_n(\mathbb{B}_k) \) and all \( \alpha \in \mathbb{B}_k \),

\[(1.1) \quad (AB)_p = A_p B_p, \quad (A + B)_p = A_p + B_p, \quad \text{and} \quad (\alpha A)_p = \alpha_p A_p \]

for all \( 1 \leq p \leq k \).

**Lemma 1.1.** ([5]) For any matrix \( A \in M_n(\mathbb{B}_k) \) with \( k \geq 1 \), \( A \) is invertible if and only if all its constituents are permutation matrices. In particular, if \( A \) is invertible, then \( A^{-1} = A^t \).

A matrix \( A \) in \( M_n(\mathbb{B}_k) \) is called nilpotent if \( A^m = O_n \) for some integer \( m \geq 1 \), and we denote \( N_n(\mathbb{B}_k) \) as the set of all nilpotent matrices in \( M_n(\mathbb{B}_k) \). We also shall denote the set of all matrices in which all diagonal entries are zero by \( Z_n(\mathbb{B}_k) \). We can easily show that all off-diagonal cells in \( M_n(\mathbb{B}_k) \) are nilpotent but all diagonal cells are not nilpotent.

**Theorem 1.2.** For a matrix \( A \in M_n(\mathbb{B}_k) \), \( A \) is nilpotent in \( M_n(\mathbb{B}_k) \) if and only if all its constituents are nilpotent in \( M_n(\mathbb{B}_1) \).
Proof. Let $A = \sum_{p=1}^{k} \sigma_{p} A_p$ be a matrix in $\mathbb{M}_n(\mathbb{B}_k)$. Since $\sigma_p \sigma_q = \sigma_p$ or 0 according as $p = q$ or $p \neq q$, we have

$$A^m = \sum_{p=1}^{k} \sigma_p (A_p)^m$$

for all integer $m \geq 1$. For a nilpotent matrix $A$ in $\mathbb{M}_n(\mathbb{B}_k)$, assume that there exists a $p$th constituent, $A_p$, of $A$ such that $A_p$ is not nilpotent in $\mathbb{M}_n(\mathbb{B}_1)$ so that $(A_p)^m \neq O_n$ for all integer $m \geq 1$. Therefore we have that an $(i,j)$-th entry of $(A_p)^m$ is 1. By (1.2), the $(i,j)$-th entry of $A^m$ must contain $\sigma_p$ for all integer $m \geq 1$, a contradiction. Hence all constituents of $A$ are nilpotent in $\mathbb{M}_n(\mathbb{B}_1)$.

Conversely, assume that all constituents of $A$ are nilpotent in $\mathbb{M}_n(\mathbb{B}_1)$. Then there exist positive integers $m_1, \ldots, m_k$ such that $(A_p)^{m_p} = O_n$ for all $p = 1, \ldots, k$. Let $m = \max\{m_1, \ldots, m_k\}$. Then we have $(A_p)^m = O_n$ and so $A^m = O_n$ by (1.2). Therefore $A$ is nilpotent in $\mathbb{M}_n(\mathbb{B}_k)$.

**Proposition 1.3.** For any integer $k \geq 1$, we have $N_n(\mathbb{B}_k) \subseteq Z_n(\mathbb{B}_k)$.

Proof. Let $A = [a_{ij}] \notin Z_n(\mathbb{B}_k)$. Then there exists a diagonal entry $a_{ii}$ of $A$ such that $a_{ii} \neq 0$ for some $i = 1, \ldots, n$ so that $a_{ii} \geq \sigma_p$ for some $p = 1, \ldots, k$. Therefore the $(i,i)$-th entry of $A^m$ must contain $\sigma_p$ so that $A^m \neq O_n$ for all integer $m \geq 1$. This implies that $A \notin N_n(\mathbb{B}_k)$. \hfill \Box

2. **Nilpotent matrix preservers over binary Boolean algebra**

In this section we obtain characterizations of the linear operators that preserve nilpotent matrices over the binary Boolean algebra $\mathbb{B}_1$.

A mapping $T : \mathbb{M}_n(\mathbb{B}_k) \rightarrow \mathbb{M}_n(\mathbb{B}_k)$ is said to be a linear operator on $\mathbb{M}_n(\mathbb{B}_k)$ if $T(aA + bB) = aT(A) + bT(B)$ for all $A, B$ in $\mathbb{M}_n(\mathbb{B}_k)$ and for all $a, b$ in $\mathbb{B}_k$. A linear operator $T$ on $\mathbb{M}_n(\mathbb{B}_k)$ is said to be strongly preserve $N_n(\mathbb{B}_k)$ (or $T$ strongly preserves nilpotent matrices) if $A \in N_n(\mathbb{B}_k)$ if and only if $T(A) \in N_n(\mathbb{B}_k)$.

If $A = [a_{ij}]$ and $B = [b_{ij}]$ are matrices in $\mathbb{M}_n(\mathbb{B}_k)$, we shall use the notation $A \geq B$ (or $B \leq A$) if $a_{ij} \geq b_{ij}$ (equivalently $a_{ij} + b_{ij} = a_{ij}$) for all $i, j = 1, \ldots, n$. This provides a reflexive and transitive relation on $\mathbb{M}_n(\mathbb{B}_k)$. If $A$ and $B$ are matrices in $\mathbb{M}_n(\mathbb{B}_k)$ with $A \geq B$, it follows from the linearity of $T$ that $T(A) \geq T(B)$ for any linear operator $T$ on $\mathbb{M}_n(\mathbb{B}_k)$.

**Proposition 2.1.** If $A \in N_n(\mathbb{B}_k)$ and $A \geq B$, we have $B \in N_n(\mathbb{B}_k)$. 

Consider \( X \) contradiction. Therefore also a linear operator on \( E \) that is strongly preserves \( N_n(\mathbb{B}_1) \). Then \( T \) is nonsingular.

**Proof.** It follows from \( O_n = A^m \geq B^m \) for some integer \( m \geq 1 \). \( \square \)

**Lemma 2.2.** Let \( T : M_n(\mathbb{B}_1) \rightarrow M_n(\mathbb{B}_1) \) be a linear operator which strongly preserves \( N_n(\mathbb{B}_1) \). Then \( T \) is nonsingular.

**Proof.** Suppose that \( T(E) = O_n \) for some cell \( E \in \mathbb{E}_n \). Then we have that \( E \) is an off-diagonal cell since every diagonal cells are not nilpotent. Consider \( X = E + E' \). Then we can easily show that \( X \notin N_n(\mathbb{B}_1) \) while \( T(X) = T(E + E') = T(E') \in N_n(\mathbb{B}_1) \), a contradiction. Hence \( T(E) \neq O_n \) for all cells \( E \in \mathbb{E}_n \). The Lemma follows. \( \square \)

**Lemma 2.3.** Let \( T : M_n(\mathbb{B}_1) \rightarrow M_n(\mathbb{B}_1) \) be a linear operator which strongly preserves \( N_n(\mathbb{B}_1) \). Then \( T \) is invertible on \( Z_n(\mathbb{B}_1) \) and \( T^{-1} \) is also a linear operator on \( Z_n(\mathbb{B}_1) \) and strongly preserves \( N_n(\mathbb{B}_1) \). Furthermore \( T \) permutes cells in \( Z_n(\mathbb{B}_1) \).

**Proof.** It had been proved in [2] that for a finite semiring, there is a power of \( T \) which is idempotent. Let \( L = T^p \) be idempotent for some integer \( p \geq 1 \). Then \( L \) still strongly preserves \( N_n(\mathbb{B}_1) \). By Lemma 2.2, we have that \( L \) is nonsingular.

To show that \( T : Z_n(\mathbb{B}_1) \rightarrow Z_n(\mathbb{B}_1) \) is invertible, we will claim that \( L : Z_n(\mathbb{B}_1) \rightarrow Z_n(\mathbb{B}_1) \) is the identity map. Let \( E \) be an off-diagonal cell in \( Z_n(\mathbb{B}_1) \). Since \( T \) and \( L \) are nonsingular, we have \( T(E) \neq O_n \) and \( L(E) \neq O_n \). It follows from Proposition 2.1 that neither \( T(E) \) nor \( L(E) \) can dominate any diagonal cell because \( T(E) \) and \( L(E) \) are nilpotent. Thus there exists at least one off-diagonal cell \( F \) in \( Z_n(\mathbb{B}_1) \) such that \( L(E) \geq F \). If \( E \neq F \), then we have \( E + F \in N_n(\mathbb{B}_1) \) so that \( L(E + F) \in N_n(\mathbb{B}_1) \). Now,

\[
L(E + F') = L(E) + L(F') = L^2(E) + L(F') \geq L(F) + L(F') = L(F + F').
\]

By Proposition 2.1, \( L(F + F') \in N_n(\mathbb{B}_1) \) while \( F + F' \notin N_n(\mathbb{B}_1) \), a contradiction. Therefore \( F = E \) and hence \( L(E) \) dominates \( E \) only, that is, \( L(E) = E \). Therefore \( L \) must be the identity map on \( Z_n(\mathbb{B}_1) \) and so \( T \) is invertible on \( Z_n(\mathbb{B}_1) \).

Let \( A, B \in Z_n(\mathbb{B}_1) \) and \( a, b \in \mathbb{B}_1 \) be arbitrary. Then we have

\[
T(aT^{-1}(A) + bT^{-1}(B)) = aA + bB,
\]
equivalently

\[
T^{-1}(aA + bB) = aT^{-1}(A) + bT^{-1}(B).
\]

Thus \( T^{-1} \) is a linear operator on \( Z_n(\mathbb{B}_1) \). It is easy to show that \( T^{-1} \) strongly preserves \( N_n(\mathbb{B}_1) \).
Let $E$ be a cell in $\mathbb{Z}_n(\mathbb{B}_1)$. Then there exists at least one cell $F$ in $\mathbb{Z}_n(\mathbb{B}_1)$ such that $T(E) \geq F$ or equivalently, $E \geq T^{-1}(F)$. Since $T^{-1}$ is nonsingular, it follows that $E = T^{-1}(F)$, equivalently, $T(E) = F$. Since $T$ is invertible on $\mathbb{Z}_n(\mathbb{B}_1)$, it follows that $T$ permutes cells in $\mathbb{Z}_n(\mathbb{B}_1)$.

**Corollary 2.4.** Let $T : \mathcal{M}_n(\mathbb{B}_1) \to \mathcal{M}_n(\mathbb{B}_1)$ be a linear operator which strongly preserves $\mathbb{N}_n(\mathbb{B}_1)$. Then we have $T(A^t) = T(A)^t$ for all $A \in \mathbb{Z}_n(\mathbb{B}_1)$.

**Proof.** Let $E$ be any cell in $\mathbb{Z}_n(\mathbb{B}_1)$. Consider a matrix $E + E^t$. Then we have $E + E^t \notin \mathbb{N}_n(\mathbb{B}_1)$ so that $T(E) + T(E^t) = T(E + E^t) \notin \mathbb{N}_n(\mathbb{B}_1)$. By Lemma 2.3, both $T(E)$ and $T(E^t)$ are different cells in $\mathbb{Z}_n(\mathbb{B}_1)$. This shows that $T(E^t) = T(E)^t$ because $T(E) + T(E^t) \notin \mathbb{N}_n(\mathbb{B}_1)$. It follows that $T(A^t) = T(A)^t$ for all $A \in \mathbb{Z}_n(\mathbb{B}_1)$.

A matrix $E \in \mathbb{Z}_n(\mathbb{B}_k)$ is called an $s$-star matrix if $|E| = s$ and all its nonzero entries lie on a row or column for $2 \leq s \leq n - 1$. Then we can easily show that any $s$-star matrix is nilpotent for all $s = 2, \ldots, n - 1$.

**Proposition 2.5.** If $A$ is a 2-star matrix in $\mathbb{Z}_n(\mathbb{B}_1)$, there exists a permutation matrix $P$ such that $PAP^t = E_{12} + E_{13}$ or $E_{21} + E_{31}$.

**Proof.** Since $A$ is a 2-star matrix, its form has $A = E_{ij} + E_{ik}$ or $E_{ij} + E_{kj}$, where $i, j$ and $k$ are all distinct. For the case of $E = E_{ij} + E_{ik}$, let $\alpha$ be a permutation of $\{1, 2, \ldots, n\}$ such that $\alpha(i) = 1, \alpha(j) = 2, \alpha(k) = 3$ and $\alpha(l) = l$ for all $l \in \{1, 2, \ldots, n\} \setminus \{i, j, k, 1, 2, 3\}$. Let $P = \sum_{s=1}^{n} E_{\alpha(s)s}$. Then $P$ is the permutation matrix corresponding to $\alpha$ and

$$PAP^t = \left( \sum_{s=1}^{n} E_{\alpha(s)s} \right) (E_{ij} + E_{ik}) \left( \sum_{s=1}^{n} E_{\alpha(s)s} \right)$$

$$= E_{\alpha(i)\alpha(j)} + E_{\alpha(i)\alpha(k)} = E_{12} + E_{13}.$$  

Similarly, if $E = E_{ij} + E_{kj}$, we obtain that $PAP^t = E_{21} + E_{31}$ for some permutation matrix $P$.

**Corollary 2.6.** Let $A$ be a matrix in $\mathbb{Z}_n(\mathbb{B}_1)$ with $|A| = 2$. If $A$ is not a 2-star matrix, then there exists a permutation matrix $P$ such that $PAP^t = E_{12} + E$, where $E = E_{21}, E_{23}, E_{31}$ or $E_{34}$.

**Proof.** The proof follows from a similar method to Proposition 2.5.

**Lemma 2.7.** If $T$ is a linear operator on $\mathcal{M}_n(\mathbb{B}_1)$ that strongly preserves $\mathbb{N}_n(\mathbb{B}_1)$, then $T$ preserves 2-star matrices.
Proof. Let $A$ be a 2-star matrix. By Proposition 2.5, we can assume that $A = E_{12} + E_{13}$ or $E_{21} + E_{31}$. For the case of $A = E_{12} + E_{13}$, we have $|T(A)| = 2$ by Lemma 2.3. Assume that $T(A)$ is not a 2-star matrix. By Corollary 2.6, there exists a permutation matrix $P$ such that $PT(A)P^T = E_{12} + E$, where $E = E_{21}$, $E_{23}$, $E_{31}$ or $E_{34}$. Since permutation similarity preserves nilpotent matrices, without loss of generality, we may assume that $T(A) = E_{12} + E$. Let

$$M = \begin{cases} E_{12} + E_{21} & \text{if } E = E_{21}, \\ E_{12} + E_{23} + E_{31} & \text{if } E = E_{23} \text{ or } E_{31}, \\ E_{12} + E_{23} + E_{34} + E_{41} & \text{if } E = E_{34}, \end{cases}$$

so that $M$ is not nilpotent with $M \geq T(A)$. If we let $N = M \setminus T(A)$, then both $N + T(E_{12})$ and $N + T(E_{13})$ are nilpotent. By Lemma 2.3, both $B_1 = T^{-1}(N) + E_{12}$ and $B_2 = T^{-1}(N) + E_{13}$ are nilpotent. It follows that

$$B_1 + T^{-1}(N) = B_1 \quad \text{and} \quad B_2 + T^{-1}(N) = B_2. \quad (2.1)$$

Let $B = T^{-1}(N) + E_{12} + E_{13}$ so that $B = B_1 + B_2$. Now we will show that

$$B^m = B_1^m + B_2^m \quad (2.2)$$

for all integer $m \geq 1$. We shall prove (2.2) by induction on $m$. If $m = 1$, the result is obvious. We may assume that (2.2) holds for $m \geq 1$. Then by (2.1), we have

$$B^{m+1} = BB^m$$

$$= B(B_1^m + B_2^m)$$

$$= (B_1 + B_2)(B_1^m + B_2^m)$$

$$= B_1^{m+1} + B_2^{m+1} + B_2B_1^m + B_1B_2^m$$

$$= B_1^{m+1} + B_2^{m+1} + T^{-1}(N)B_1^m + E_{13}B_1^m + T^{-1}(N)B_2^m + E_{12}B_2^m$$

$$= (B_1 + T^{-1}(N))B_1^m + (B_2 + T^{-1}(N))B_2^m + E_{13}B_1^m + E_{12}B_2^m$$

$$= B_1^{m+1} + B_2^{m+1} + E_{13}B_1^m + E_{12}B_2^m.$$

Now, we will show that

$$B_1^{m+1} + E_{12}B_2^m = B_1^{m+1} \quad \text{and} \quad B_2^{m+1} + E_{13}B_1^m = B_2^{m+1}. \quad (2.2)$$

Notice that

$$E_{13}B_1^m = E_{13}(T^{-1}(N) + E_{12})^m = \sum_{k=0}^{m} E_{13}(T^{-1}(N))^k E_{12}^{m-k}. \quad (2.2)$$
Let \( X = E_{13}(T^{-1}(N))^k E_{12}^{m-k} \). Then we have that
\[
X = \begin{cases} 
O_n & \text{if } k \leq m - 2, \\
E_{13}(T^{-1}(N))^{m-1} E_{12} & \text{if } k = m - 1, \\
E_{13}(T^{-1}(N))^m & \text{if } k = m.
\end{cases}
\]

If \( X = E_{13}(T^{-1}(N))^m \), then it is a term of the expansion of \( B_2^{m+1} \) so that \( B_2^{m+1} + X = B_2^{m+1} \). If \( X = E_{13}(T^{-1}(N))^{m-1} E_{12} \), then we have \( (T^{-1}(N))^{m-1} \geq E_{31} \). Let \( C = [c_{ij}] = T^{-1}(N) \). Then the \((3,1)\)-th entry of \( C \) is 1 so that there exist indices \( i_1, i_2, \ldots, i_{m-2} \in \{1, 2, \ldots, n\} \) such that \( c_{i_1i_2 \cdots c_{i_{m-1}}} = 1 \). Therefore, we have \( c_{3i_1} = c_{i_1i_2} = \cdots = c_{i_{m-1}} = 1 \) so that \( T^{-1}(N) = C = E_{3i_1} + E_{i_1i_2} + \cdots + E_{i_{m-1}} \). Thus we have
\[
B_2 = T^{-1}(N) + E_{13} \geq E_{3i_1} + E_{i_1i_2} + \cdots + E_{i_{m-1}} + E_{13}.
\]

Since \( E_{3i_1} + E_{i_1i_2} + \cdots + E_{i_{m-1}} + E_{13} \) is not nilpotent, \( B_2 \) is not nilpotent by Proposition 2.1. This contradicts to the fact that \( B_2 \) is nilpotent. Therefore, we have established that \( B_2^{m+1} + E_{13} B_2^m = B_2^{m+1} \). Similarly, we obtain that \( B_1^{m+1} + E_{12} B_2^m = B_1^{m+1} \). Thus,
\[
B^{m+1} = B_1^{m+1} + B_2^{m+1} + E_{13} B_1^m + E_{12} B_2^m = B_1^{m+1} + B_2^{m+1}.
\]

Since \( B_1 \) and \( B_2 \) are nilpotent, there exist integers \( m_1, m_2 \geq 1 \) such that \( B_i^{m_i} = O_n \) for \( i = 1, 2 \). Let \( m = \max\{m_1, m_2\} \). Then we have \( B^m = B_1^m + B_2^m = O_n + O_n = O_n \). Thus, \( B \) is nilpotent and so
\[
T(B) = T(T^{-1}(N) + E_{12} + E_{13}) = N + E_{12} + E_{13} = M
\]
is also nilpotent. This contradicts to the fact that \( M \) is not nilpotent. Therefore \( T(A) \) is a 2-star matrix. Similarly, if \( A = E_{21} + E_{31} \), we obtain that \( T(A) \) is a 2-star matrix. Therefore \( T \) preserves 2-star matrices.

**Corollary 2.8.** If \( T \) is a linear operator on \( M_n(\mathbb{F}_1) \) that strongly preserves \( \mathbb{N}_n(\mathbb{F}_1) \), then \( T \) preserves all \( s \)-star matrices for each \( s = 2, 3, \ldots, n - 1 \).

**Proof.** By Lemma 2.7, \( T \) preserves 2-star matrices. Assume that \( T \) preserves \( k \)-star matrices for some \( k = 2, 3, \ldots, n - 2 \). Let \( A \) be any \((k + 1)\)-star matrix. Without loss of generality, we may assume that \( A = E_{ii_1} + \cdots + E_{ii_k} + E_{ii_{k+1}} \), where \( i \neq i_1, \ldots, i_k, i_{k+1} \). Let \( B = E_{ii_1} + \cdots + E_{ii_k} \) so that \( B \) is a \( k \)-star matrix. By the induction hypothesis, we have \( T(B) \) is a \( k \)-star matrix. Thus the form of \( T(B) \) is either \( E_{jj_1} + \cdots + E_{jj_k} \) or \( E_{jj_1} + \cdots + E_{jj_k} \), where \( j \neq j_1, \ldots, j_k \). Let \( T(B) = E_{jj_1} + \cdots + E_{jj_k} \). Without loss of generality, we can take
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is called a row matrix (or column matrix) if all its nonzero entries lie on a row (or column). Let

R_i = \sum_{j \neq i} E_{ij} \text{ and } C_j = \sum_{i \neq j} E_{ij} \text{ for } i, j = 1, \ldots , n. \text{ Then } R_i \text{ is a row matrix and } C_j \text{ is a column matrix for all } i, j = 1, \ldots , n. \text{ Let } \mathcal{R} = \{R_i | i = 1, \ldots , n\} \text{ and } \mathcal{C} = \{C_j | j = 1, \ldots , n\}.

Proposition 2.9. Let

T be a linear operator on \mathbb{M}_n(\mathbb{B}_1) \text{ that strongly preserves } \mathbb{N}_n(\mathbb{B}_1). \text{ Then }

(1) T \text{ maps } \mathcal{R} \text{ to } \mathcal{R} \text{ and maps } \mathcal{C} \text{ to } \mathcal{C}, \text{ or }

(2) T \text{ maps } \mathcal{R} \text{ to } \mathcal{C} \text{ and maps } \mathcal{C} \text{ to } \mathcal{R}.

Proof. Let

R_i \text{ be any row matrix. By Corollary 2.8, } T(R_i) \text{ is a row matrix or a column matrix. Assume that } T(R_i) \text{ is a row matrix. Say } T(R_i) = R_k \text{ for some } k = 1, \ldots , n. \text{ Suppose that } T(R_{ij}) = C_l \text{ for some } j \neq i \text{ and for some column matrix } C_l. \text{ Since } |R_i + R_j| = 2n - 2, \text{ it follows from Lemma 2.3 that } |R_k + C_l| = |T(R_i + R_j)| = 2n - 2 \text{ so that } R_k = C_l^t. \text{ By Corollary 2.4, } T(R_{ij}) = T(R_i)^t = C_l^t = R_k = T(R_i) \text{ so that } R_i^t = R_i. \text{ This is impossible. Thus } T \text{ maps } \mathcal{R} \text{ to } \mathcal{R}. \text{ By a similar method, } T \text{ maps } \mathcal{C} \text{ to } \mathcal{C}.

Similarly, if \( T \) maps a row matrix to a column matrix, we obtain that \( T \) maps \( \mathcal{R} \) to \( \mathcal{C} \) and maps \( \mathcal{C} \) to \( \mathcal{R} \).

Lemma 2.10. Let \( T \) be a linear operator on \( \mathbb{M}_n(\mathbb{B}_1) \) that strongly preserves \( \mathbb{N}_n(\mathbb{B}_1) \). Then there exists a permutation matrix \( P \) such that \( T(X) = PXP^t \) or \( T(X) = PX^tP^t \) for all \( X \in \mathbb{Z}_n(\mathbb{B}_1) \).

Proof. Suppose that \( T \) strongly preserves \( \mathbb{N}_n(\mathbb{B}_1) \). By Lemma 2.9, \( T \) maps \( \mathcal{R} \) to \( \mathcal{R} \) and maps \( \mathcal{C} \) to \( \mathcal{C} \), or \( T \) maps \( \mathcal{R} \) to \( \mathcal{C} \) and maps \( \mathcal{C} \) to \( \mathcal{R} \).

First, we assume that \( T \) maps \( \mathcal{R} \) to \( \mathcal{R} \) and maps \( \mathcal{C} \) to \( \mathcal{C} \). Then we have that \( T(R_i) = R_{\alpha(i)} \) and \( T(C_j) = C_{\beta(j)} \), where \( \alpha \) and \( \beta \) are some permutations of \( \{1, 2, \ldots , n\} \). Thus, for any cell \( E_{ij} \in \mathbb{Z}_n(\mathbb{B}_1) \), we can write \( T(E_{ij}) = E_{\alpha(i)\beta(j)} \). Let \( P = \sum_{i=1}^{n} E_{\alpha(i)i} \) and \( Q = \sum_{j=1}^{n} E_{j\beta(j)} \) be the permutation matrices corresponding to \( \alpha \) and \( \beta \), respectively. Then for
any matrix \( X = [x_{ij}] \in \mathbb{Z}_n(\mathbb{B}_1) \), we have that 
\[
T(X) = \sum_{i,j=1}^n x_{ij}E_{\alpha(i)\beta(j)} = PXQ.
\]

Now, we will show that \( Q = P^t \), equivalently \( QP = I_n \). By Corollary 2.4, we have 
\[
PX^tQ = T(X^t) = T(X)^t = Q^tX^tP^t
\]
so that \( QPX^tQP = X^t \). Suppose that \( QP \neq I_n \). Since \( QP \) is a permutation matrix, there 
exists an \((i,j)\)-th entry of \( QP \) is 1 for some \( i \neq j \). Then we have 
\[
QPE_{ij}QP = E_{ij}.
\]
This contradicts to \( QPX^tQP = X^t \). Hence we have 
\[
QP = I_n
\]
so that \( T(X) = PXP^t \) for all \( X \in \mathbb{Z}_n(\mathbb{B}_1) \).

Next, we assume that \( T \) maps \( \mathbb{R} \) to \( \mathbb{C} \) and maps \( \mathbb{C} \) to \( \mathbb{R} \). By the similar 
argument, we obtain that \( T(X) = PX^tP^t \) for all \( X \in \mathbb{Z}_n(\mathbb{B}_1) \). \( \square \)

For two matrices \( A = [a_{ij}] \) and \( B = [b_{ij}] \) in \( \mathbb{M}_n(\mathbb{B}_k) \), \( A \circ B \) denote the 
Hadamard (or Schur) product, the \((i,j)\)-th entry of \( A \circ B \) is \( a_{ij}b_{ij} \). Set \( K_n = J_n \setminus I_n \).

**Theorem 2.11.** Let \( T \) be a linear operator on \( \mathbb{M}_n(\mathbb{B}_1) \). Then \( T \)
strongly preserves \( \mathbb{N}_n(\mathbb{B}_1) \) if and only if there exist a permutation matrix 
\( P \) and matrices \( D_i \) which are not nilpotent with \( i = 1, \ldots, n \) such that either

1. \( T(X) = P(X \circ K_n)P^t + \sum_{i=1}^n x_{ii}D_i \) for all \( X \in \mathbb{M}_n(\mathbb{B}_1) \), or
2. \( T(X) = P(X^t \circ K_n)P^t + \sum_{i=1}^n x_{ii}D_i \) for all \( X \in \mathbb{M}_n(\mathbb{B}_1) \).

**Proof.** Suppose that \( T \) strongly preserves \( \mathbb{N}_n(\mathbb{B}_1) \). By Lemma 2.10, 
there exists a permutation matrix \( P \) such that \( T(X) = PXP^t \) or \( T(X) = PX^tP^t \) for all \( X \in \mathbb{Z}_n(\mathbb{B}_1) \).

Assume that \( T(X) = PXP^t \) for all \( X \in \mathbb{Z}_n(\mathbb{B}_1) \). For any matrix 
\( X \) in \( \mathbb{M}_n(\mathbb{B}_1) \), we have that \( X \circ K_n \in \mathbb{Z}_n(\mathbb{B}_1) \) so that 
\( T(X \circ K_n) = P(X \circ K_n)P^t \). Let \( D_i = T(E_{ii}) \) for each \( i = 1, 2, \ldots, n \). It follows from 
\( E_{ii} \notin \mathbb{N}_n(\mathbb{B}_1) \) that \( D_i \) is not a nilpotent matrix. Thus \( T(X \circ I_n) = \sum_{i=1}^n x_{ii}D_i \). Since \( X = (X \circ K_n) + (X \circ I_n) \), we have that

\[
T(X) = T(X \circ K_n) + T(X \circ I_n) = P(X \circ K_n)P^t + \sum_{i=1}^n x_{ii}D_i
\]
for all \( X \in \mathbb{M}_n(\mathbb{B}_1) \).

Similarly, if \( T(X) = PX^tP^t \), then we obtain that

\[
T(X) = P(X^t \circ K_n)P^t + \sum_{i=1}^n x_{ii}D_i
\]
for all $X \in \mathbb{M}_n(\mathbb{B}_1)$.

Conversely, let $X \in \mathbb{N}_n(\mathbb{B}_1)$. By Proposition 1.3, $X \circ I_n = O_n$ so that $x_{ii} = 0$ for all $i = 1, 2, \ldots, n$. It follows from $X \circ K_n = X$ that $T(X) = PXP^t$ or $T(X) = PX^tP^t$. Therefore we have $T(X) \in \mathbb{N}_n(\mathbb{B}_1)$ because similarity and transposition strongly preserves $\mathbb{N}_n(\mathbb{B}_1)$.

Let $T(X) \in \mathbb{N}_n(\mathbb{B}_1)$. Then we can easily show that $x_{ii} = 0$ for all $i = 1, 2, \ldots, n$. Thus we have $X \circ I_n = O_n$ so that $X = X \circ K_n$. Therefore we have that $T(X) = PXP^t$ or $T(X) = PX^tP^t$. It follows that $X \in \mathbb{N}_n(\mathbb{B}_1)$ because similarity and transposition strongly preserves $\mathbb{N}_n(\mathbb{B}_1)$.

3. Nilpotent matrix preservers over general Boolean algebra

In this section, we study nilpotent matrices over general Boolean algebras $\mathbb{B}_k$ with $k \geq 1$. Furthermore, using Lemma 2.10, we obtain characterizations of linear operators which strongly preserve nilpotent matrices over general Boolean algebras.

If $T$ is a linear operator on $\mathbb{M}_n(\mathbb{B}_k)$ with $k \geq 1$, for each $1 \leq p \leq k$ define its $p^{th}$ constituent operator, $T_p$, by

$$T_p(B) = (T(B))^p$$

for all $B \in \mathbb{M}_n(\mathbb{B}_k)$. By the linearity of $T$, we have

$$T(A) = \sum_{p=1}^{k} \sigma_p T_p(A_p)$$

for any matrix $A \in \mathbb{M}_n(\mathbb{B}_k)$ ([7]).

**Lemma 3.1.** If $T$ is a linear operator on $\mathbb{M}_n(\mathbb{B}_k)$ which strongly preserves $\mathbb{N}_n(\mathbb{B}_k)$, then each $p^{th}$ constituent operator, $T_p$, strongly preserves $\mathbb{N}_n(\mathbb{B}_1)$.

**Proof.** Let $A$ be any matrix in $\mathbb{M}_n(\mathbb{B}_1)$. Obviously, $A$ is the matrix in $\mathbb{M}_n(\mathbb{B}_k)$ such that $A_p = A$ for all $p = 1, 2, \ldots, k$. Thus, we have that

$$A = \sum_{p=1}^{k} \sigma_p A_p = \sum_{p=1}^{k} \sigma_p A.$$  

If $A \in \mathbb{N}_n(\mathbb{B}_1)$, then $A \in \mathbb{N}_n(\mathbb{B}_k)$ by Theorem 1.2. Since $T$ preserves $\mathbb{N}_n(\mathbb{B}_k)$, $T(A) = \sum_{p=1}^{k} \sigma_p T_p(A_p) \in \mathbb{N}_n(\mathbb{B}_k)$. Again by Theorem 1.2, each $T_p(A_p) \in \mathbb{N}_n(\mathbb{B}_1)$ so that $T_p(A) \in \mathbb{N}_n(\mathbb{B}_1)$ for all $p = 1, 2, \ldots, k$.
Conversely, if $T_p(A) \in \mathbb{N}_n(\mathbb{B}_1)$ for each $p = 1, 2, \ldots, k$, then $T(A) = \sum_{p=1}^{k} \sigma_p T_p(A_p)$ and so $T(A) \in \mathbb{N}_n(\mathbb{B}_k)$ by Theorem 1.2. Hence $A \in \mathbb{N}_n(\mathbb{B}_k)$. By Theorem 1.2, we have that $A(= A_p) \in \mathbb{N}_n(\mathbb{B}_1)$.

For any fixed invertible matrix $U$ in $M_n(\mathbb{B}_k)$, the operator $A \rightarrow UAU^t$ is called a similarity operator. And the operator $B \rightarrow B^t$ is called a transposition operator on $M_n(\mathbb{B}_k)$ ([7]). We can easily show that any similarity operator and transposition operator on $M_n(\mathbb{B}_k)$ are linear operators which strongly preserve nilpotent matrices. Also, we can restate Lemma 2.10 as follows: the linear operators on $\mathbb{Z}_n(\mathbb{B}_1)$ that strongly preserve $\mathbb{N}_n(\mathbb{B}_1)$ are compositions of transpositions and similarity operators. But for a general Boolean algebra $\mathbb{B}_k$ with $k \geq 2$, the following example shows that there exists another linear operator on $\mathbb{Z}_n(\mathbb{B}_k)$ that strongly preserves $\mathbb{N}_n(\mathbb{B}_k)$ which is neither a transposition operator nor a similarity operator.

**Example 3.2.** Let

$$U = \begin{bmatrix} \sigma_1 & \sigma_2 & \sigma_3 \\ \sigma_2 & \sigma_3 & \sigma_1 \\ \sigma_3 & \sigma_1 & \sigma_2 \end{bmatrix} \in M_3(\mathbb{B}_3).$$

By Lemma 1.1, $U$ is an invertible matrix in $M_3(\mathbb{B}_3)$ with $U^{-1} = U^t$. Define an operator $T$ on $\mathbb{Z}_3(\mathbb{B}_3)$ by

$$T(X) = U(\sigma_1 X_1 + \sigma_2 X_2^t + \sigma_3 X_3^t)U^t$$

for all $X = \sum_{p=1}^{3} \sigma_p X_p \in \mathbb{Z}_3(\mathbb{B}_3)$. Then we can easily show that $T$ is a linear operator on $\mathbb{Z}_3(\mathbb{B}_3)$ which is neither a transposition operator nor a similarity operator. It is easy to show that $T$ strongly preserves $\mathbb{N}_3(\mathbb{B}_3)$.

**Lemma 3.3.** Let $T$ be a linear operator on $M_n(\mathbb{B}_k)$ that strongly preserves $\mathbb{N}_n(\mathbb{B}_k)$. Then there exists an invertible matrix $U$ in $M_n(\mathbb{B}_k)$ such that

$$T(X) = U \left( \sum_{p=1}^{k} \sigma_p Y_p \right) U^t$$

for all $X \in \mathbb{Z}_n(\mathbb{B}_k)$, where $Y_p = X_p$ or $Y_p = X_p^t$ for each $p = 1, \ldots, k$.

**Proof.** Assume that $T$ strongly preserves $\mathbb{N}_n(\mathbb{B}_k)$. By Lemma 3.1, each $p^{th}$ constituent operator, $T_p$, on $M_n(\mathbb{B}_1)$ strongly preserves $\mathbb{N}_n(\mathbb{B}_1)$. 
By Lemma 2.10, each $T_p$ has the form

$$T_p(X_p) = Q_pX_pQ_p^t \quad \text{or} \quad T_p(X_p) = Q_pX_p^tQ_p^t$$

for all $X = \sum_{p=1}^k \sigma_pX_p \in \mathbb{Z}_n(\mathbb{B}_k)$, where each $Q_p$ is a permutation matrix for all $p = 1, \ldots, k$. By (3.1), we have $T(X) = \sum_{p=1}^k \sigma_pQ_pY_pQ_p^t$, where $Y_p = X_p$ or $Y_p = X_p^t$ for each $p = 1, \ldots, k$, equivalently

$$T(X) = \left( \sum_{p=1}^k \sigma_pQ_p \right) \left( \sum_{p=1}^k \sigma_pY_p \right) \left( \sum_{p=1}^k \sigma_pQ_p \right)^t.$$  

If we let $U = \left( \sum_{p=1}^k \sigma_pQ_p \right)$, then $U$ is invertible in $\mathbb{M}_n(\mathbb{B}_k)$ by Lemma 1.1, and hence the result is satisfied.

**Proposition 3.4.** Let $D$ be a matrix in $\mathbb{M}_n(\mathbb{B}_k)$ all of whose constituents are not nilpotent in $\mathbb{M}_n(\mathbb{B}_1)$. Then $xD$ is not a nilpotent matrix for all nonzero $x \in \mathbb{B}_k$.

**Proof.** Suppose that $xD \in \mathbb{N}_n(\mathbb{B}_k)$ for some nonzero $x \in \mathbb{B}_k$. Then there exists $\sigma_p \in \mathbb{B}_k$ such that $x \geq \sigma_p$ so that $xD \geq \sigma_pD$. By Proposition 2.1, we have $\sigma_pD$ is nilpotent. But $\sigma_pD = D_p$ is not nilpotent, a contradiction. Hence $xD$ is not a nilpotent matrix for all nonzero $x \in \mathbb{B}_k$.

**Theorem 3.5.** Let $T$ be a linear operator on $\mathbb{M}_n(\mathbb{B}_k)$ with $k \geq 1$. Then $T$ strongly preserves $\mathbb{N}_n(\mathbb{B}_k)$ if and only if there exist an invertible matrix $U$ in $\mathbb{M}_n(\mathbb{B}_k)$ and matrices $D_i$ all of whose constituents are not nilpotent for $i = 1, \ldots, n$ such that

$$T(X) = U \left( \sum_{p=1}^k (\sigma_pY_p \circ K_n) \right) U^t + \sum_{i=1}^n x_{ii}D_i$$

for all $X \in \mathbb{M}_n(\mathbb{B}_k)$, where $Y_p = X_p$ or $Y_p = X_p^t$ for each $p = 1, \ldots, k$.

**Proof.** Assume that $T$ strongly preserves $\mathbb{N}_n(\mathbb{B}_k)$. By Lemma 3.3, there exists an invertible matrix $U$ in $\mathbb{M}_n(\mathbb{B}_k)$ such that

$$T(X) = U \left( \sum_{p=1}^k \sigma_pY_p \right) U^t$$

for all $X \in \mathbb{Z}_n(\mathbb{B}_k)$, where $Y_p = X_p$ or $Y_p = X_p^t$ for each $p = 1, \ldots, k$.  

For any matrix $X$ in $\mathbb{M}_n(\mathbb{B}_k)$, we have that $X \circ K_n \in \mathbb{Z}_n(\mathbb{B}_k)$ so that

$$T(X \circ K_n) = U \left( \sum_{p=1}^{k} (\sigma_p Y_p \circ K_n) \right) U^t,$$

where $Y_p = X_p$ or $Y_p = X_p^t$ for each $p = 1, \ldots, k$. Let $D_i = T(E_{ii})$ for each $i = 1, 2, \ldots, n$. Suppose that a $p^{th}$ constituent, $(D_i)_p$, of $D_i$ is nilpotent in $\mathbb{M}_n(\mathbb{B}_1)$. Then we have $(D_i)_p = \sigma_p D_i$ is nilpotent. This contradicts to the fact that $T(\sigma_p E_{ii}) = \sigma_p D_i$ is not nilpotent. Therefore all constituents of $D_i$ are not nilpotent in $\mathbb{M}_n(\mathbb{B}_1)$. Furthermore, by Proposition 3.4, we obtain that $x D_i$ is not nilpotent for all nonzero $x \in \mathbb{B}_k$. It follows from $D_i = T(E_{ii})$ that

$$T(X \circ I_n) = \sum_{i=1}^{n} x_{ii} D_i.$$

Since $X = (X \circ K_n) + (X \circ I_n)$, we have that

$$T(X) = T(X \circ K_n) + T(X \circ I_n) = U \left( \sum_{p=1}^{k} (\sigma_p Y_p \circ K_n) \right) U^t + \sum_{i=1}^{n} x_{ii} D_i$$

for all $X \in \mathbb{M}_n(\mathbb{B}_k)$, where $Y_p = X_p$ or $Y_p = X_p^t$ for each $p = 1, \ldots, k$.

Conversely, let $X \in \mathbb{N}_n(\mathbb{B}_k)$. By Proposition 1.3, $X \circ I_n = O_n$ so that $x_{ii} = 0$ for all $i = 1, \ldots, n$. Therefore we have

$$T(X) = U \left( \sum_{p=1}^{k} (\sigma_p Y_p \circ K_n) \right) U^t,$$

where $Y_p = X_p$ or $Y_p = X_p^t$ for each $p = 1, \ldots, k$. It follows from Theorem 1.2 that $Y_p \in \mathbb{N}_n(\mathbb{B}_1)$ for all $p = 1, \ldots, k$ because $X \in \mathbb{N}_n(\mathbb{B}_k)$. Thus we have $\sum_{p=1}^{k} (\sigma_p Y_p \circ K_n) \in \mathbb{N}_n(\mathbb{B}_k)$. Since similarity operator strongly preserves $\mathbb{N}_n(\mathbb{B}_k)$, we obtain that $T(X) \in \mathbb{N}_n(\mathbb{B}_k)$.

Let $T(X) \in \mathbb{N}_n(\mathbb{B}_k)$. By Proposition 3.4, we have $x_{ii} = 0$ for all $i = 1, \ldots, n$ so that $T(X) = U \left( \sum_{p=1}^{k} (\sigma_p Y_p \circ K_n) \right) U^t$. Since similarity operator strongly preserves $\mathbb{N}_n(\mathbb{B}_k)$, we have $\sum_{p=1}^{k} (\sigma_p Y_p \circ K_n) \in \mathbb{N}_n(\mathbb{B}_k)$.

Since $x_{ii} = 0$ for all $i = 1, \ldots, n$, we have $Y_p \in \mathbb{N}_n(\mathbb{B}_1)$ from Theorem 1.2 for each $p = 1, \ldots, k$, equivalently $X_p \in \mathbb{N}_n(\mathbb{B}_1)$. Therefore, we obtain that $X = \sum_{p=1}^{k} \sigma_p X_p \in \mathbb{N}_n(\mathbb{B}_k)$ by Theorem 1.2. □

Thus we obtain characterizations of linear operators which strongly preserve nilpotent matrices over general Boolean algebras.
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